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The Semantics of Metaphorical Meaning: The Interactive Roles of Bodily and Linguistic

Experience

Hamad Al-Azary (Assistant professor, Lawrence Technological University)

Metaphors are commonly encountered in daily life and have the potential to facilitate
cognition, communication, and social interaction. Characterizing the mechanisms involved in
metaphor processing is critical for cognitive science. In this talk, I will describe the centrality
of metaphor in human experience, and then describe the cognitive mechanisms involved in
metaphor processing. I will focus on key semantic variables. Understanding a metaphor, such
as language is a bridge, involves an interaction between the semantic representations of the
words language and bridge. However, semantic representations vary widely, which raises
questions regarding their role in metaphor processing. In this talk, I will review a series of
semantic variables that, through my research program, I have found to affect metaphor
processing. I will focus on key semantic variables I have identified in my research program.
The semantic variables in question are associated with both bodily and linguistic experience
and contribute to a word’s overall semantic richness. Words can be semantically rich because
they denote concrete concepts that are easy to imagine, such as pen, or less-rich because they
denote abstract concepts that are relatively difficult to imagine, such as idea. Moreover, some
concrete concepts are semantically rich because they denote concepts that are easy to interact
with, such as bicycle, whereas others are less-rich because they denote concepts that are
relatively difficult to interact with, such as butterfly. Finally, some words are semantically rich
because they have many semantic neighbors, such as castle whereas others are less-rich
because they have few semantic neighbors, such as lighthouse (for example, castle’s semantic
neighbors, such as fortress and palace are highly related, whereas lighthouse’s semantic
neighbors, such as tower and pier are less related). I will describe several psycholinguistic
experiments involving behavioral and neuroscientific techniques that address how the
aforementioned variables affect metaphor processing. I will conclude that semantic richness
is critical for characterizing metaphor processes, and describe future directions involving
cognitive neuroscience and computational modeling.

Dr. Hamad Al-Azary (Assistant professor, Lawrence Technological University, USA)
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Modelling the intersection of language and memory

Dr.]J. Nick Reid  (Assistant professor, University of Northern British Columbia, Canada)

Language and memory are two fundamental aspects of human cognition that are
intimately connected. Memory is necessarily for language as we use memory to retrieve the
meanings of words, to learn grammatical structure, and to communicate about our personal
experiences. Language also shapes how we interpret and make sense of the world, which in
turn influences how we encode and retrieve information from memory. Despite these
connections, language and memory have traditionally been studied separately. This is
especially true of computational models of language and memory. Whereas models of memory
provide insights into how information is encoded, stored, and retrieved, they say little about
the content of this information, such as how specific words or ideas are represented in memory.
In contrast, models of language provide insights into the meanings of words and how they are
represented, but they do not speak to how people operate on these representations to
remember and retrieve ideas from memory.

My research bridges this gap by bringing together the worlds of language and
memory modelling. The goal of my research is to create realistic models of human memory
that take seriously not only the processes of memory, but also its content. To that end, I have
developed the MINERVA S model, which integrates semantic representations from
distributional semantic models with MINERVA 2, a classic process model of memory
(MINERVA 2; Hintzman, 1986).

In this talk, I will describe a series of simulations with MINERVA S examining how the model
“remembers” words, sentences, and metaphor expressions, and show that these simulations
closely align with human behavior. Interestingly, the model not only aligns with how people
correctly remember language instances, but also predicts their memory errors, such as
misremembering the word “cold” when the word “ice” was read or misremembering the
phrase “time is money” when the phrase “budget your hours” was read. Importantly, these
errors depend on both the connections between words and concepts (captured by the
language model) and how these connections interact with memory processes (captured by the
memory model). As such, these simulations highlight the importance of considering the
interaction between language and memory in creating realistic models of human memory and

cognition.



